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“Acceptable risk” in regulatory decision making, a concept originally equated loosely with the absence of risk, has become a particularly vexing issue in the three decades since the passage of sweeping environmental regulation in the United States in the early 1970’s.  The wide range of activities now regulated, and vastly improved technical abilities to detect much smaller risks, have forced society to think explicitly about which risks justify regulatory consideration, and which are small enough to be deemed acceptable.  Clinging to an absence of risk as the standard of acceptability, after all, would be extremely costly and technologically infeasible.  


The Federal Safe Drinking Water Act (SDWA) clearly recognizes this dilemma.  Because even the smallest exposure to carcinogens may theoretically pose a non-zero risk of disease, the non-enforceable maximum contaminant level goals (MCLGs) for carcinogens are typically set to zero.  However, because it is not technically feasible to reduce contamination levels to zero, the SDWA maximum contaminant levels (MCLs), which are enforceable, are set as close to the MCLGs as is technically feasible (Sadowitz and Graham, 1995).


Pushing the limits of technical feasibility is one way to identify acceptable risk levels.  However, technical feasibility is an ambiguous standard.  After all, if more resources are directed at a problem, what is technically feasible will change.  This paper steps beyond the legal standards themselves, reviewing three different frameworks that help shape how standards of acceptable environmental risk are developed and interpreted.  This review finds that U.S. regulatory practice reflects elements of each framework (Section 4), including:

· Decision Theory, which prescribes that the benefit of reduced risk be compared to the costs associated with attendant control measures (Section 1);

· The Precautionary Principle, which calls for the prevention of unnecessary risks (Section 2); and

· Cognitive risk perception theory, which describes those attributes of a risk, other than its magnitude, that influence the public’s tendency to either accept that risk or to demand its mitigation (Section 3).

What these frameworks all have in common is that none identifies a particular maximum risk magnitude as acceptable in all circumstances.  Instead, they wrestle with determination of acceptability given a risk’s other characteristics.  Because these characteristics vary from risk to risk, acceptability cannot have a fixed maximum magnitude.  

1
Prescriptive Decision Theory


Decision theory was developed in the last half of the 20th century to address the problem of optimal decision making in the context of uncertainty.  In its most abstract formulation, decision theory starts with the premise that both positive outcomes (e.g., improved health, additional leisure time, etc.) and negative outcomes (lost time, lost money, adverse health effects, etc.) can be assigned a numerical “utility” value, and that these utility values have certain intuitive properties
.  From these assumptions follows a methodology for ranking the desirability of different courses of action with uncertain outcomes (see, e.g., Raiffa, 1968, Keeney and Raiffa, 1976, Kreps, 1988).  In particular, decision theory states that the desirability of a particular action corresponds to its expected utility, where the expected utility is calculated as the average of its potential outcomes, with each outcome weighted by its probability of occurring. 


When used to evaluate environmental regulatory options, decision theory is often implemented in the form of cost benefit analysis (CBA).  Practitioners of CBA first assign a monetary value to each potential outcome.  Consider, for example, a regulatory action aimed at reducing pollution that might cause disease.  The potential reduction in the number of cases of disease would be assigned a positive monetary value corresponding to what people would be willing to pay to avoid the associated pain and suffering, the avoided medical costs, and the avoided loss in productivity.  Regulatory compliance impacts (financial outlays, inconvenience, and so forth) would be assigned a negative monetary value.  If the regulation’s net benefits (the monetized costs subtracted from the monetized benefit value) are positive, then mitigating the risk is desirable, from which it follows that leaving the risk unmitigated is unacceptable; i.e., the risk itself is unacceptable.  On the other hand, if there is no way to reduce the risk in a cost-beneficial manner (that is, the cost of reducing the risk always exceeds the value of the resulting benefits), then mitigation is not desirable; i.e., the risk is acceptable.  The key insight offered by decision analysis is that the acceptability of a risk depends not solely on its magnitude, but instead on how the risk compares to the costs associated with reducing or eliminating it.  Those costs and benefits depend, in turn, on the value people place on each outcome weighted by their respective probabilities.


Despite its intuitive appeal, a number of objections to decision analysis in general and to cost benefit analysis in particular have been raised when the benefits and costs affect different people, a situation that is often relevant in the context of environmental regulation.  The argument against decision analysis is that it can prescribe the imposition of costs (e.g., health risks) on one group of individuals in order to confer benefits on another group.  In other words, if the winners place a high value in aggregate on the benefits of an action (e.g., because they represent the vast majority of those affected by either the costs or benefits), then the losers could be subjected to involuntary costs.  For example, inexpensive high sulfur coal may facilitate production of electricity at a lower cost, resulting in substantial aggregate savings to the population.  But the individuals living near the power plant may place a far greater (negative) value on the their own resulting health risks than they place on their own lower power costs.


This example highlights the difference between population risk (the expected number of individuals who will experience an adverse event) and individual risk (the probability that any particular individual will experience that event).  CBA can be insensitive to high individual risks that affect few people because the value placed on these risks by the affected individuals is necessarily limited by their limited group size.  In particular, the aggregate value of the benefit of eliminating the risk is the product of the per-person value placed on eliminating the risk and the number of individuals affected.  CBA may indicate that large individual risks affecting a small number of people may are acceptable (if the cost of mitigation is sufficiently large), and at the same time that small individual risks affecting a large number of people are unacceptable.


CBA advocates (see discussion in Fischhoff, 1994) respond to this objection by noting that a regulatory action (or inaction) producing positive net benefits (when aggregated over all members of the population) makes it possible for the winners to compensate the losers for their losses and still be ahead.  To continue with the power plant example, assume there are 1,000 members of the population, that use of high sulfur coal saves each of them $1 per month in power costs, and that there are five people living near the power plant, each of whom suffers health risks they value at (negative) $50 per month.  In this case, the winners would gain 1,000 ( $1 per month ($1,000) in reduced power costs, while the losers would suffer risks whose value would amount to 5 ( $50 per month, or $250 per month.  The net benefit associated with the high sulfur coal is $1,000 - $250 per month, or $750.  CBA advocates argue that in this case, the winners could, for example, compensate each individual living near the power plant $100 per month ($500 total).  This transfer would leave the individuals living near the power plant feeling better off (the $100 payment more than compensates for their $50 health risk), while still preserving some of the savings for the rest of the population (approximately $500 total, or $0.50 per month each).  In short, CBA advocates argue that if cost-beneficial actions produce losers, it is not an indication that CBA is faulty, but an indication that society’s wealth redistribution practices are inadequate.  CBA skeptics respond that while just compensation is possible in theory, it is not clear if it could be realistically carried out following every action affecting the environment.  Other defenses of CBA (e.g., individuals may be losers in the context of specific actions, but on average everyone comes out ahead) may likewise be unrealistic in many circumstances.


A final complexity introduced by cost benefit analysis is the difficulty associated with assigning monetary values to all relevant outcomes.  For example, the monetary value of lost productivity is relatively easy to quantify because productive output is regularly purchased and sold.  However, other so-called “goods” (e.g., a year of life in good health) are not traded and hence have no easily quantified monetary value.  Economists attempt to infer these values indirectly from “revealed preference” data, such as wage differentials between similar jobs with different fatality risks.  They also conduct “expressed preference” surveys that directly ask respondents to place values on various benefits not typically traded in the market place.  The result is that economists can often place a monetary value on goods (like health) that are not traded, but these values are uncertain.  As a result, CBA is possible, but when health and safety are a key factor, the analytical level of precision is somewhat limited.

2
The Precautionary Principle


The precautionary principle sidesteps the necessity of quantifying the costs and benefits of a regulatory action and instead emphasizes the need to prudently avoid uncertain risks.  Hammitt (2000, p. 388) has explained that the precautionary principle is consistent with such familiar aphorisms as “look before you leap” and “an ounce of prevention is worth a pound of cure.”  Hence, rather than weighing the costs and benefits of a technology before deciding to restrict it (as prescribed by cost benefit analysis), the precautionary principle dictates that the technology be restricted until its safety has been established.  In so doing, the precautionary principle also avoids to some extent the ethical issues raised by CBA, as well. 


By demanding a demonstration of safety before permitting unrestricted use of products and technologies, the precautionary principle appears to be unyielding in terms of the level of risk that is acceptable (i.e., only zero risk is acceptable).  However, as Graham (2000) has pointed out, in practice, there is no single formulation of the precautionary principle.  These differences, described below in terms of 1) the trigger for regulatory action, 2) the proof of harm required before action is taken, and 3) the measures taken to avoid or mitigate the harm (Applegate, 2000), have different implications for how much risk and what types of risks are effectively acceptable.  


The Trigger:  The trigger for action under the precautionary principle is the identification of a potential relationship between a technology or product and a harm.  However, what constitutes a “harm” warranting precautionary action can vary among formulations of the precautionary principle.  For example, Applegate has noted that some formulations of this principle demand precautionary action only if the potential harm is both serious and irreversible.  Advocates of this position have argued that precautionary action is not needed if the harm is not serious or if the harm can be reversed.  Principle 15 of the 1992 Rio Declaration of the United Nations Conference on Environment and Development (Rio Declaration, 1992) offers an example of such a formulation (underlining added):

In order to protect the environment, the precautionary approach shall be widely applied by States according to their capabilities.  Where there are threats of serious or irreversible damage, lack of full scientific certainty shall not be used as a reason for postponing cost-effective measures to prevent environmental degradation.

In this case, the acceptability of a risk depends on the technological and economic feasibility of mitigating adverse impacts that may result from a product or technology.


Level of Proof:  A central feature of the precautionary principle is its approach to dealing with scientific uncertainty.  In particular, the precautionary principle calls for action before the existence of a harm has been firmly established.  In this way, this principle attempts to anticipate harms, rather than react to them after they have already occurred.  However, just how anticipatory the precautionary principle is can vary from formulation to formulation.  As Applegate has noted, “At some point, surely, one would regard the connection [between a technology or product and a putative harm] as purely speculative and thus beneath the regulatory horizon” (p. 417).  The acceptability of a risk therefore depends on the degree of uncertainty tolerated by a particular formulation of the precautionary principle.  


Measures Taken to Mitigate Harm:  In its most extreme form, the precautionary principle requires that a suspect technology or product be banned until its safety has been established.  For example, Greenpeace has advocated a global ban on chemicals containing chlorine because they may harm human health or the environment.  However, Applegate has identified other formulations of the precautionary principle that dictate less extreme measures.  For example, some formulations call for restrictive action only if alternatives are actually available to minimize the harm or preserve the benefits of the targeted technology or product (see Ashford, 1999; Fullem, 1995, as cited in Applegate, 2000).  In this case, the acceptability of a risk depends not only on its magnitude, but also on the availability of alternatives for the targeted technology or product.


Conclusion:  The precautionary principle’s evaluation of a risk’s acceptability depends on a number of factors, including the seriousness of a potential adverse effect, whether it is economically and technologically feasible to mitigate that effect if it occurs, the uncertainty of the association between the technology or product in question and the putative effect (i.e., how speculative the association is), and the availability of alternatives for the targeted technology or product.  As with CBA, a risk’s magnitude is therefore not the only factor influencing its acceptability.  Unlike CBA, the precautionary principle avoids the necessity of placing a monetary value on outcomes like adverse health effects.  In this way, it avoids some of the practical problems accompanying the implementation of CBA.  The precautionary principle might also be less susceptible to the ethical objections to CBA (i.e., that individual risks receive too little weight).  On the other hand, because the precautionary principle does consider the “seriousness” of a risk, and the seriousness of a risk might be interpreted to reflect in part the number of people affected, it does not completely sidestep this issue.  


The cost of not having to determine and compare the monetary values of the costs and benefits of mitigating risks is that the precautionary principle provides no explicit guidance as to how in practice all the factors described above should be evaluated and weighed.  For example, it is not clear how irreversible an adverse effect must be, or how effectively mitigating action must preserve the benefits of a technology before the risks of a targeted risk are deemed unacceptable.  

3
Cognitive Risk Perception


A third framework for the characterization of risk acceptability is based on the study of cognitive risk perception among members of the general public.  This field identifies the characteristics of a risk that influence its perceived acceptability.  Early commentators in this area noted that perceived risk acceptability depends on more than just the nature of the adverse effect and its likelihood.  For example, Starr (1969) claimed that risk acceptability could be gauged by surveying the risks actually experienced by the public.  His own evaluation suggested that the risks associated with various activities depend on both the value of the attendant benefit and whether the risk is incurred voluntarily or involuntarily.  In particular, he found that fatality risks associated with voluntary activities (railroad travel, hunting, skiing, smoking, and general aviation) were approximately 1,000 times greater than risks associated with involuntary risks (natural disasters, electric power) (see Figure 2 in Starr, 1969).  From this finding, Starr estimated that the acceptable level of risk in sport activities, such as hunting and skiing, was similar to the population-wide risk of death from fatal disease.


Subsequent work in this area has revealed problems with Starr’s equating of actual and acceptable risks.  First, the equating of actual and accepted risks depends on the assumption that people accurately perceive their likelihood.  After all, if people incorrectly perceive the likelihood of the risks associated with various activities, then their willingness to engage in these activities cannot be taken to indicate their consent to the associated risks.  As it turns out, perceptions about risk held by the lay public (and by experts), are subject to certain cognitive biases.  Figure 1 is taken from a review article published Slovic et al. (1982) and is based on work conducted by Lichtenstein et al. (1978).  That figure plots the actual likelihood of various risks against their perceived likelihood.  As the figure illustrates, people tend to correctly rank the likelihood of these risks.  However, they tend to overestimate the likelihood of low-probability hazards (e.g., being killed in a tornado), and underestimate the likelihood of high-probability hazards (e.g., dying due to heart disease).  Heavy media coverage of some low probability hazards can exacerbate this tendency by making them seem to be more familiar and hence more likely.


The second problem with Starr’s equating of actual and acceptable risks is that risk acceptability appears to depend on more than just likelihood (even after taking into account the type of adverse event and whether the risk is voluntary).  Although Figure 1 reveals that people often err in their estimates of risk probabilities, the data also show that people tend to rank those magnitudes correctly.  That is, if asked to arrange risks from largest to smallest, members of the public would, at least on average, put the risks in the correct order.  However, when asked to rank risks in terms of their seriousness, the rankings are not strictly correlated with their probabilities.  In particular, although members of the general public tend to rank risk magnitudes correctly, they do not rank the importance of various risks in the same order as do experts, or even other groups of lay people.  For example, in a ranking of 30 risks (Slovic et al., 1980, as cited in Slovic 1987), nuclear power was ranked as the most serious by both members of the League of Women Voters and by college students.  Individuals who were active members of a club identified nuclear power as the eighth most serious risk.  Experts identified nuclear power as only the 20th most serious of the risks listed (see Table 1).  Slovic (1987) writes that (p. 283)

Lay people can assess annual fatalities if they are asked to (and produce estimates somewhat like the technical estimates).  However, their judgments of “risk” are related more to other hazard characteristics (for example, catastrophic potential, threat to future generations) and, as a result, tend to differ from their own (and experts’) estimates of fatalities.


One of the most promising approaches for explaining which risks the public finds acceptable and which they find unacceptable has used psychometric techniques to rate risks in terms of how well they are understood, and in terms of the extent to which the potential adverse events are associated with dread.  Figure 2 plots 81 hazards in terms of these two factors, based on a survey of members of the general public.  The vertical axis represents the extent to which these hazards are understood, with those that are closer to the top of the figure characterized by survey respondents as more “unknown” (i.e., not observable, unknown to those exposed, having a delayed effect, being a new risk, and being unknown to science).  The horizontal axis represents the extent to which these hazards are associated with dread, with those further to the right being associated by survey respondents with a greater level of dread (i.e., uncontrollable, having global catastrophic potential, having fatal consequences, being inequitable, posing a high risk to future generations, not easily reduced, being involuntary).  This plot is useful for the purpose characterizing risk acceptability because it turns out that members of the public are most in favor of strictly regulating risks that are in its upper right quadrant.


The psychometric factors just described influence how individuals react to contaminants in drinking water.  In particular, it appears that people are less concerned with risks with which they feel familiar.  In a survey of residents in a small New England town after industrial chemicals were found in their water supply, Hamilton (1985) found that long-term residents were less concerned with than were newer residents.  The Boston Globe reported that many residents in Fallon, Nevada were not upset by the arsenic levels of 90 parts per billion, nearly twice the federal limit (Gorman, 2001).


Zeckhauser and Viscusi (1990) have discussed several other factors that appear to influence the value people place on reducing a risk.  First, individuals place an inordinate value on preventing increases in a risk above its current level .  Thus, for example, individuals would prefer to prevent an increase in a fatality risk to a decrease in their baseline risk by the same amount.  This phenomenon is referred to as the “status quo bias” or the “reference risk” effect (Samuelson and Zeckhauser, 1988; Viscusi et al., 1987; as cited in Zeckhauser and Viscusi, 1990).  Second, individuals appear to place a premium on the assured elimination of a risk (Viscusi et al., 1987, as cited in Zeckhauser and Viscusi, 1990).  For example, they might conceivably prefer assured elimination of a 0.1% fatality risk to a 50% chance of eliminating a 0.5% fatality risk, even though the latter reduction has a greater expected value.


In summary, a number of factors in addition to likelihood influence the general public’s perception of various risks.  Two of the most important factors are the extent to which the risk is perceived to be “unknown” and the level of dread associated with the risk.  These tendencies resemble the precautionary principle’s tendency to favor eliminating hazards that are poorly understood and which have catastrophic potential.  They are similar to CBA’s tendency to place a high value on reducing risks that affect large numbers of people (i.e., that are in catastrophic).

4
Regulation and Acceptable Risk


As noted in this paper’s introduction, the acceptability of a particular risk depends on its context, and as a result, there can be no single number that will serve as a valid guidepost in all circumstances.  A survey of maximum acceptable risk levels specified in various federal regulations reveals a wide range of values.  Sadowitz and Graham (1995) reviewed the residual cancer risks permitted by various federal health, safety, and environmental laws.  Table 2 summarizes their findings.  The level of lifetime risk permitted by federal regulation varied from as little as zero under the FDA’s regulation of carcinogens in food and color additives, to as much as 1(10-2 (one in one hundred) under both the NRC’s regulation of nuclear power plant worker exposure to radiation, and EPA’s regulation of the general public’s exposure to naturally occurring radon in private homes.


The remainder of this section reviews examples of various federal public health regulations of environmental hazards in an effort to identify major themes to help explain the range of values described in the preceding paragraph.  We find that there is no consistent framework shaping the government’s approach to judging which risks are acceptable.  Instead, it appears that aspects of all three frameworks reviewed in this paper influence various aspects of regulation.


Cost Benefit Analysis:  As discussed earlier, CBA places a higher value on reducing risks affecting a large number of people.  Hence, if regulations were consistent with CBA, we would expect to find that risks associated with hazards affecting larger populations are held to more stringent standards.  In a survey of 132 regulatory decisions made by U.S. EPA setting limits on exposure to environmental carcinogens, Travis (1987) found just such a pattern.  In particular, his analysis revealed that in cases where exposures were limited to small populations, regulatory action was likely when individual risks exceeded 1(10-3.  When large populations were exposed, regulatory action was likely when individual risks exceeded 1(10-4.  


On the other hand, cost-benefit considerations do not appear adequate to explain a substantial degree of variation in the level of acceptable risk implied by different regulatory decisions.  In an analysis of 36 regulatory limits on public exposure to carcinogens, Travis and Hattemer-Frey (1988) found that the implied acceptable risk levels spanned ten orders of magnitude.  Even without considering the extremes of the distribution, acceptable risk levels spanned approximately a factor of one-thousand.  Their analysis found that post-regulatory lifetime risk levels were less than 1(10-6 in 30% of the cases, between 1(10-6 and 1(10-4 in 40% of the cases, and greater than 1(10-4 in the remaining 30% of the cases.


Precautionary Principle:  Applegate (2000) reviewed federal environmental regulations and identified aspects consistent with the precautionary principle.  He offered several examples of regulations with precautionary characteristics.  For example, the National Environmental Policy Act’s (NEPA) requires that an environmental impact statement (EIS) be conducted prior to any federal actions that could have a substantial impact on human health or the environment.  Significantly, the EIS requirement applies to federal approval of actions by either states or private parties and hence applies to a majority of the activities that could affect the environment.  Applegate described the purpose of the EIS requirement as precautionary because it forces parties to evaluate the impact of their actions before possible harm is done.


Applegate identified the Toxic Substances and Control Act (TSCA) as a second example of federal environmental regulations with a precautionary impact.  In particular, TSCA served as the driving force behind the EPA’s ban on chlorofluorocarbons before evidence of their impact on stratospheric ozone was well established scientifically.  It was only after this action that the impact of these chemicals was verified by the discovery of the ozone hole over Antarctica.  


The Supreme Court’s interpretation of the Clean Water Act serves as a third example of precautionary action within the context of federal environmental regulation.  Applegate has noted that in the case of Reserve Mining Co. vs. EPA, the Court permitted EPA to regulate the flow into Lake Superior of effluent containing asbestos even though evidence was limited that ingestion (as opposed to inhalation) may pose a health hazard.


Perhaps one of the most pervasive examples of the precautionary principle embodied in the execution of federal environmental regulations is the use of so-called “conservative” assumptions when conducting risk assessments for the purpose of erring on the side of safety.  Examples of conservative assumptions include the use of exposure and metabolism assumptions at the upper end of the range of plausible values.  


On the other hand, Applegate has also identified a number of aspects of federal environmental regulation that limit the role of the precautionary principle and instead emphasize consideration of costs and feasibility, i.e., issues emphasized by CBA.  For example, Applegate has noted that while NEPA requires the development of an environmental impact statement prior to federal actions that may affect human health or the environment, it does not require that subsequent actions be based on the outcome of the EIS.  Applegate (p. 429) stated in particular that “The EIS gives a federal agency the opportunity to avoid environmental harms, but does not require the agency to do so (Robertson vs. Methow Valley Citizens Council, 1989)” (emphasis in original).


A second example of limits on the precautionary principle is the regulation of potentially toxic chemicals.  With the exception of the EPA’s regulation of pesticides under FIFRA (the Federal Insecticide, Fungicide and Rodenticide Act), federal agencies wishing to regulate a substance have the burden of proof of demonstrating the plausibility of the putative risk.  For example, the Supreme court ruled that OSHA could not assume without evidence that the only safe level of exposure to benzene was zero.  Federal laws also limit an agency’s ability to impose highly restrictive regulations on the use or production of potentially harmful substances.  TSCA, for example, requires EPA to use the “least burdensome requirements” necessary to protect against risk (Applegate, 2000, p. 430).  And, while TSCA provides EPA the opportunity to evaluate new chemicals by requiring manufacturers to provide the Agency with data demonstrating that its distribution and use will not create unreasonable risks, “EPA is entirely free to, and usually does, do nothing, in which case production or use goes forward… Prevention is a nice idea, in other words, but it is not a basic requirement of the U.S. hazardous waste management system” (Applegate, p. 432).


Cognitive Risk Perception:  There is evidence that intangible factors that increase the perceived importance of a hazard also influence which hazards receive regulatory attention.  For example, as demonstrated by the regulations listed in Table 2, a great deal of regulatory attention is aimed at agents suspected of causing cancer, a disease that scores high on the “dread” scale.  One of the earliest environmental hazard regulations, the FDA’s Delaney Clause, sets the limit for carcinogen risks in food at zero.  


A 1987 report, entitled Unfinished Business (U.S. EPA, 1987), found that EPA and Congress devoted attention not to the issues posing the greatest risk to either human health or the environment, but to those issues that were perceived to be the biggest problems.   For example, EPA identified a number of environmental hazards as garnering a low level of Agency attention despite posing substantial risks (e.g., radon and indoor air pollution), and others that received a high level of Agency attention despite posing a low level of risk (active and inactive hazardous waste sites, releases from storage tanks and municipal non-hazardous waste).  A review of polling data collected by the Roper organization found that public concern was consistent with Agency priorities (and inconsistent with the level of risk).


In the final analysis, it appears that in the context of environmental hazards, the level of risk that is acceptable is far less than it is in other contexts.  For example, virtually all the maximum risk levels listed in Table 2 are less than the lifetime risk of dying in an automobile accident, which accounts for more than one in every one-hundred fatalities.  It may be that motor vehicle fatalities are considered a voluntary risk and hence does not warrant as much government intervention, but this factor alone cannot explain this discrepancy.  For example, surely non-motorist automobile accident fatalities cannot be viewed as a voluntary risk, and yet this fatality category accounts for 25 in every 10,000 deaths
.  This risk exceeds the upper bound of the acceptable range of risks at Superfund sites by a factor of 25.  Moreover, a comparison of regulations across federal agencies reveals that EPA pursues risk limits that impose a far greater cost on society than regulations imposed by other agencies.  Tengs et al. (1994) found that the median cost per life year saved by regulations promulgated by EPA is $7.6 million.  This value is 100 times greater than the median cost for regulations promulgated by the FAA ($23,000 per life year), the CPSC ($68,000 per life year), NHTSA ($78,000 per life year), and OSHA ($88,000).


Conclusion:  The level of risk that society finds acceptable depends on a multitude of factors that make the identification of a consistent pattern unlikely.  EPA itself found that a number of factors influence the level of risk that the Agency will tolerate.  The following passage, taken from a report the Agency prepared as part of its development of a regulation for vinyl chloride, is representative of the complexity surrounding this issue (53 Fed. Reg., at 28, 513, 1988):

No fixed level of risk could be identified as acceptable in all cases and under all regulatory programs… the acceptability of risk is a relative concept and involves consideration of different factors.  considerations in these judgments may include:  the certainty and severity of the risk; the reversibility of the health effect; the knowledge or familiarity of the risk; whether the risk is voluntarily accepted or involuntarily imposed; whether individuals are compensated for their exposure to the risk; the advantages of the activity; and the risks and advantages for any alternatives.

Table 1

Perceived Risk Ranking for 30 Hazardsa,b
	Activity or Technology
	League of Women Voters
	College Students
	Active Club Members
	Experts

	Nuclear power
	1
	1
	8
	20

	Motor vehicles
	2
	5
	3
	1

	Handguns
	3
	2
	1
	4

	Smoking
	4
	3
	4
	2

	Motorcycles
	5
	6
	2
	6

	Alcoholic beverages
	6
	7
	5
	3

	General (private) aviation
	7
	15
	11
	12

	Police work
	8
	8
	7
	17

	Pesticides
	9
	4
	15
	8

	Surgery
	10
	11
	9
	5

	Fire fighting
	11
	1
	6
	18

	Large construction
	12
	14
	13
	13

	Hunting
	13
	18
	10
	23

	Spray cans
	14
	13
	23
	26

	Mountain climbing
	15
	22
	12
	29

	Bicycles
	16
	24
	14
	15

	Commercial aviation
	17
	16
	18
	16

	Electric power (non-nuclear)
	18
	19
	19
	9

	Swimming
	19
	30
	17
	10

	Contraceptives
	20
	9
	22
	11

	Skiing
	21
	25
	16
	30

	X-rays
	22
	17
	24
	7

	High-school and college football
	23
	26
	21
	27

	Railroads
	24
	23
	29
	19

	Food preservatives
	25
	12
	28
	14

	Food coloring
	26
	20
	30
	21

	Power mowers
	27
	28
	25
	28

	Prescription antibiotics
	28
	21
	26
	24

	Home appliances
	29
	27
	27
	22

	Vaccinations
	30
	29
	29
	25


a.
Reproduced from Slovic (1987), and originally published in Slovic, P., Fischhoff, B., and Lichtenstein, S., in Societal Risk Assessment:  How Safe is Safe Enough?  Schwing, R., and Albers, W.A., Jr., Eds.  Plenum, New York.  Pages 181-216.

b.
The ordering reflects the geometric mean risk ratings within each group.  That activity or technology perceived as most risky was given a rank of 1, while the least risky activity or technology was given a rank of 30.

Table 2

Maximum Lifetime Risks Permitted by Federal Health, Safety, and Environmental Regulation, as Surveyed by Sadowitz and Graham (1995)

	
	Agency
	Population Protected
	Regulated Hazard
	Max Lifetime Risk

	
	

	Standards for Radiation Protection
	

	
	
	
	
	

	
	NRC
	General public living within 10 miles of a nuclear power plant
	Radiation released from nuclear power plants
	Goal of ( 

1.4(10-4

	
	
	
	
	

	
	NRC
	General public
	Radioactivity released from low-level nuclear waste sites
	8.8(10-4

	
	
	
	
	

	
	NRC
	Nuclear plant workers
	Ionizing radiation
	> 1(10-2

	
	
	
	
	

	
	EPA
	General public
	Radiation from disposal of spent nuclear fuel
	5(10-4

	
	
	
	
	

	
	EPA
	General public
	Naturally occurring radon in homes
	1(10-2

	
	
	
	
	

	Carcinogens in Food

	
	
	
	
	

	
	FDA
	General population
	Carcinogens in food additives, color additives, and animal drugs
	Zeroa

	
	
	
	
	

	Standards to Protect Workers

	
	
	
	
	

	
	OSHA
	Workers
	Workplace carcinogens
	1(10-3 b

	
	
	
	
	

	Standards Governing Environmental Exposures

	
	
	
	
	

	
	EPA
	Maximally exposed member of the general public
	Hazardous air pollution
	1(10-6 to 1(10-4 c

	
	
	
	
	

	
	EPA
	General public
	Toxic water pollution
	1(10-7 to 1(10-4

	
	
	
	
	

	
	EPA
	General public
	Drinking water
	Goal of zerod

	
	
	
	
	

	
	EPA
	General public
	Inoperable hazardous waste sites
	1(10-6 to 1(10-4

	
	
	
	
	

	
	EPA
	General public
	Operating hazardous waste sites
	1(10-6 to 1(10-4 e


Notes: (continued on next page)


a.
The FDA defined 1 ( 10-8 as “essentially zero” and then equated 1 ( 10-6 as essentially zero.  FDA’s practice of equating 1 ( 10-6 with zero in the case of color additives was overturned by a court ruling in 1987.


b.
OSHA generally uses 1 ( 10-3 as a benchmark of significance following a ruling by the Supreme Court addressing OSHA’s regulation of benzene exposure.


c.
If the risk to the maximally exposed individual (MEI) is no more than 1 ( 10-6, then no further action is required.  If not, the MEI risk must be reduced to no more than 1 ( 10-4, regardless of feasibility and cost, while protecting as many individuals as possible in the general population against risks exceeding 1 ( 10-6.


d.
EPA sets a goal of zero risk for carcinogens in drinking water.  The enforced limit is then set as close as possible to this goal given what is feasible using the best available control technology.


e.
Chemicals are listed as hazardous if they pose a risk of ( 1 ( 10-5.  They are de-listed only if their risk is determined to be ( 1 ( 10-6.  Corrective action must reduce risks to 1 ( 10-4 to 1(10-6.  For incinerators, risks associated with Group A and Group B carcinogens (substances likely to cause cancer in humans or animals) can be no more than 10-6.  Risks associated with Group C carcinogens cannot exceed 10-5.

Figure 1

Actual vs. Perceived Risk of Adverse Eventsa
Source:  Reproduced from Figure 2 of Slovic et al. (1982).  

Figure 2

A Two-Factor Psychometric Characterization of Risk

Source:  Reproduced from Figure 2 of Slovic (1987).
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� For example, decision theory assumes that if disease A is considered worse than disease B (i.e., A has a lower utility than B), and disease B is considered worse than disease C (i.e., B has a lower utility than C), then disease A must be considered worse than disease C (i.e., A has a lower utility than C).


� In 1998, there were 6,112 non-motorist fatalities reported by NHTSA (1998), which corresponds to an annual incidence rate of 2.2 per 100,000 members of the population.  The overall annual mortality incidence rate in the population is 864.7 per 100,000 (Hoyert et al., 1999).  Hence, the risk of being a non-motorist killed in an automobile accident is 2.2 ( 864.7, or 0.0025.
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